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INTRODUCTION
 Understanding artificial intelligence (AI) and its different 
types is of the utmost importance for the application of this 
technology in healthcare.1,2 Artificial intelligence is a field 
of knowledge which combines computer science and ad-
vanced statistics to support problem-solving.3 It is divided in 
two sub-fields: machine learning (ML) and deep learning.1 
The ML concept resides in the ability of using computer al-
gorithms that have the capability to recognize patterns and 
efficiently learn to train the model to predict, make recom-
mendations or find data patterns.1,3 After a sufficient num-
ber of repetitions and algorithm adjustments, the machine 
becomes capable to accurately predict an output.1,3 Deep 
learning is a newer and more complex approach of AI that 
uses deep neural networks. The neural network starts with 
an input layer that then progresses to a variable number 
of hidden layers.1 Since the algorithm uses multiple layers 
with deep neural networks, it can successively refine itself, 
without explicitly programmed directions.1 It is a fact that, 
by using deep learning, the models usually achieve higher 
accuracy compared with ML. Still, when using ML, it is fre-
quently possible to better understand which are the input 
variables that have more influence on the output variables.4

 In both medical and clinical practices, it is often particu-
larly relevant to understand why an AI technique is suggest-
ing a certain classification or direction for a certain action.1 
Not only in healthcare but also in other fields of knowledge, 
explainable AI (also called XAI) is growing its influence.4 
The current European legal regulation, specifically the Gen-
eral Data Protection Regulation (GDPR), requires that au-
tomated models provide meaningful information about the 
rationale on how the algorithm operates.4

 The goal of this article is not to provide an exhaustive 
view about all existing AI models and explainable AI, but 
instead to provide a summarized and easy to understand 
view of what should be considered when implementing AI in 
healthcare and in clinical practice.

Definition of explainable artificial intelligence
 Most likely, the best way to start describing the goal of 
explainable AI is to use an example from the literature. The 
case that is described here is about the classification of pa-
tients with pneumonia.5 When a patient was first diagnosed 
with pneumonia, the hospital (located in the USA) needed 
to make one critical decision early on: whether to treat the 
patient as an inpatient or an outpatient.5 An AI/ML group of 
experts was tasked with building models to predict patient 
survival rates and identify which patients were at greatest 
risk, which could help the hospital triage new patients.5 The 
result was a head-to-head of traditional ML models (logistic 
regression, rule-learning model, decision tree) and a neural 
network.5 Among all the models tested, the neural network 
achieved the best accuracy at identifying and classifying 
the patients with the lowest survival rates.5 The most ob-
vious decision would be to use the neural network, but in 
the end it was not. Another researcher had been training a 
rule-based model on the same dataset. Rule based mod-
els are among the most easily interpreted ML models. They 
typically take the form of a list of ‘if x, then y’ rules, that are 
easier to be interpreted by humans.5 During the verification 
of the rules a strange rule was identified. The rule read that 
if a patient had a history of asthma, then they had a lower 
risk of death and should be treated as an outpatient.5

 Based on this strange and contradictory rule, the re-
searchers decided to approach the physicians. The physi-
cians said that the fact that the asthma patients had better 
survival rates was most likely because they immediately 
received high standards of care, and not only stayed im-
mediately in the hospital but were also transferred to the 
intensive care unit.5 Another issue was that the neural net-
work model was also classifying the asthma patients as 
outpatients.5 A major classification issue with serious con-
sequences was therefore avoided because it was possible 
to comprehend the rule-based model. The same ability to 
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comprehend how the neural network was classifying the 
patients was not available.5 Explainable AI/ML should be 
accurate and robust and the models need to be transparent 
and comprehensible.4 This means that it has to be possible 
to explain how the algorithm works, starting from the inputs, 
how the data is processed and what is the rationale on how 
the outputs are generated.4

Types of artificial intelligence and machine learning 
models concerning explainability.
 Broadly, AI/ML models can be defined as being trans-
parent or opaque/black box models.4 For a model to be 
considered transparent it should follow into one or more of 
the three categories. The first category is simulatability, and 
it refers to the ability to be simulated by a human.4 A good 
example of this type of models is the rule-based model ex-
plained in the previous section.4 The second category is 
decomposability, and it denotes the ability to break down 
a model into parts.4 Decision trees fall into this category.3,4 

The last category is the algorithmic transparency, and it 
is the ability to understand the way the model generates 
its output.4 It is often only possible to inspect it through a 
mathematical analysis, which is still sufficient to validate it 
as transparent.4 Some examples of the models that fall into 
this category are linear/logistic regression, and k-means 
clustering.3,4 Opaque models lack these categories of trans-
parency, and newer techniques are now being studied to 
provide explainability to them, which are still in their early 
stages of development.4,5 Deep learning models are the 
most well-known example of this type of models.3,4 Figure 
1 shows the different types of models and their graphical 
outputs.

How to decide which models to implement 
 Healthcare deals with very specific and sensitive types 
of data and approaches topics of high complexity. An AI/
ML model should not be implemented without the par-
ticipation of a group of experts composed of healthcare 
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Figure 1 – AI/ML models with graphical capabilities that allow interpretation of results. ML graph, the model learns to make predictions 
based on the graph’s structure and the attributes of nodes and edges (A). Mixture of Gaussian processes, that in this case aggregates 
patient disease progression trajectories into clusters using a non-parametric approach (B). AI computer vision models supported by atten-
tion plots that identify the relevant areas for disease diagnosis (C). Simple decision tree that following certain rules, can visually help to 
interpret the relevant parameters for class classification (D).
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professionals, biostatisticians, data scientists, regulators 
and/or members of an ethics committee.6-8 The European 
Union (EU) is working on specific legislation for AI: the EU 
AI Act.4 It emphasizes that AI systems used in the EU should 
be transparent, safe, protect confidentiality, traceable, non-
discriminatory and should be overseen by humans, rather 
than by automation, to prevent harmful outcomes.4 Recent 
studies showed cases of risk of biased AI   connected to 
specific ethnic groups, particularly the ones with lower so-
cioeconomic strata.8 This should be managed by including 
diverse groups in clinical studies and controlling the model 
outputs via interpretability.8 The new EU AI legislation em-
phasizes the need of having explainable AI/ML models and 
using them as a first choice.7 Still, it is important to under-
stand how to choose which type of models to implement. 
In applications where explainability is relevant, it is of the 
utmost importance to use a transparent model (e.g.: treat-
ment decision algorithm, algorithm to decide patient in-
clusion in a clinical trial).2,4 But it is not always possible to 
solve problems using the simpler and/or more transparent 
approaches.5,7,8 A second layer of options is to use models 
that may be more complex but still retain some ability to 
be understood. These models are called semi-opaque mod-
els, because they can provide feature importance (which 
variables are more important in our model to explain the 
problem we want to understand) and/or allow the extrac-
tion of rules or decision paths that explain how the model 
arrived at a particular prediction.4,5,8 Examples of these 
valuable approaches are random forests, ML graphs with 

visual interpretation, gradient-boosted trees and Mixture of 
Gaussian processes in combination with a clustering ap-
proach.4,5,8,9 A recently published article using the Mixture 
of Gaussian process with a clustering approach, which is a 
method sustained by a robust statistical approach, showed 
potential superiority to analyze disease progression in pa-
tients with amyotrophic lateral sclerosis compared with 
more traditional parametrical approaches like Kaplan-Meier 
curves.9 In cases where high accuracy is required and other 
alternatives do not show good results, the use of an opaque 
model may be justified (e.g.: tumor detection in MRI using 
deep learning networks).4 The European Medicines Agency 
(EMA) published on July 10, 2023, a reflection paper on the 
use of AI/ML in drug development.7 Fig. 2 provides an over-
view on how the EMA approaches the  application of AI in 
healthcare and clinical practice. 

CONCLUSION
 The increase in the usage of AI in healthcare poses 
questions about how these algorithms work and how trans-
parent they are. Therefore, it is of the utmost importance 
to develop explainable AI/ML in healthcare. The EU is de-
veloping new AI legislation that emphasizes the need of 
having transparent models. The decision to implement a 
certain type of AI/ML model should take into consideration 
not only the need of being able to explain what the model 
does, but it should also consider specific legislation and 
ethical concerns. Explainable AI/ML frequently relies on 
statistical models, and there is an opportunity to bridge it 
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Figure 2 – Decision flow about selecting AI/ML models following the latest guidance from EMA that favors interpretable models as the first 
approach. SHAP and/or LIME analyses are also recommended by EMA.
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with Biostatistics in order to increase the knowledge that we 
can obtain from research studies. The new EMA reflection 
paper requires that AI should be implemented considering 
the principles of Biostatistics guidelines.7 Due to the high 
complexity of AI/ML in healthcare, multidisciplinary teams 
should include healthcare professionals during the devel-
opment stage of the AI model algorithm, to ensure that the 
model meets the clinical and ethical requirements.
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